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Abstract—In this paper, we present a novel method to extract motion of a dynamic object from a video that is captured by a
handheld camera, and apply the motion to a 3D character. Unlike the motion capture techniques, neither special sensors/trackers
nor a controllable environment is required. Our system significantly automates motion imitation which is traditionally conducted by
professional animators via manual key-framing. Given the input video sequence, we track the dynamic reference object to obtain
trajectories of both 2D and 3D tracking points. With them as constraints, we then transfer the motion to the target 3D character by
solving an optimization problem to maintain the motion gradients. We also provide a user-friendly editing environment for user to
fine-tune the motion details. As casual videos can be used for imitation, our system therefore greatly increases the supply source of
motion data. Examples of imitating various types of animal motions (that are hard to motion-capture) are shown to demonstrate the
effectiveness of our system.

Index Terms—Motion imitation, motion gradient, mesh deformation, depth recovery, motion tracking.
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1 INTRODUCTION character motion. These two groups of data together help
) ) definemotion gradients, which capture the essence of object
B ESIDES the appearance, the motion of synthetic 3lhoyements among frames. In the motion transfer step, motion
characters is an important visual cue to increase tgeadient can even compensate moderately divergent shépes o
rendering realism. Imitating motion of real humans and age source and target characters.
imals is common in film and game productions. Such realistic Another contribution of our method is to accomplish 3D
motion is traditionally achieved by either motion capturgnimation by solving a non-rigid deformation problem witie t
(with specialized equipments) or keyframe-based poséngditspace-time constraints from the extracted 2D and 3D tratks.
(requiring highly skillful animators). is notable that many motion retargeting techniques [2]aje]
The motion capture technique records the movements $ieleton-based. They only transfer articulated motio,nion
an actor using trackers together with the acquisition deviahe surface deformation as in our case. Such complex néh-rig
It tracks the marked points (normally at the joints of a@eformation is vital for high-quality motion imitation, vidh
articulated object) over time, usually in a carefully colfed is however difficult to model via articulated motion trarnsfe
environment. Although methods, such as the one of VlasicOur system also provides powerful motion editing ability
et al. [1], were proposed to alleviate the high configuratiofor user to fine tune the motion-retargeted result. The user
requirement, motion capture is still difficult, if not impoble, can add, remove, and modify control points in both the video
for wild (e.g. a running lion) and small animals (e.g. a tinynotion estimation and the 3D character animation phases.
salamander). Animators solve this problem by keyframirey tirhese modifications are combined with automatically refined
motion by hand. However, if the character undergoes compleanstraints to produce the desired deformation. As a result
motion with many subtle details, manual keyframing could bsur motion imitation system no longer requires highly sdll
very time-consuming and labor intensive. animators, or high acquisition cost as in conventional aoti
In this paper, we present a novel system to significantbapture. Besides, the supply source of motion informatson i
automate this manual editing process by first acquiring tiggnificantly expanded with the wide availability of lowsto
reference motion information of an animal (or a human) fromdigital video cameras and videos. In contrast to inter-flam
a video sequence, and then applying the acquired motionititerpolation typically adopted in the keyframing apprioes,
a 3D character. The input video can be simply taken byaur method generates motion in between user-edited fragnes b
handheld camera. Neither special hardware nor a controlealving an optimization problem with regard to the extrdcte
environment is required. The top row of Fig. 1 shows a set @D and 3D tracks. Hence the resultant character animation in
example video frames. general is more natural, without the need of defining dense
The main difficulty of recovering high-quality 3D motionkeyframes.
from an ordinary video is the lack of dense depth information
to constrain the estimated character pose. This papermises€ RELATED WORK
a novel method to make use of both the limited depth ims our method involves procedures of motion acquisitiomfro
formation computed with multi-view geometry and sparse 2ilideo and motion retargeting to 3D objects, we briefly review
motion tracks estimated from a monocular video to represeht related work in these areas.
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Fig. 1. Snapshots of the input video frames (top) and the animated characters (bottom) from our system.

Motion Imitation

. boundary
Extracting conditions
Reconstructing Cameras 2D & 3D Motion —  User-edited Poses
and Background Scene ) motion gradient
- 2D Point Tracks control Vel‘tiCES% < Mesh Animation
S *.\/q- 3D Constraints
Mesh
3D Touch Point ﬁ o L depth smoothing | Deforfr?ation
Trajectories . ™
gradient
\._\/\i.\ 2D Constraints
Section 3.1 Section 3.2 Sections 3.3-3.6
Fig. 2. System overview.
2.1 3D Reconstruction from Images/Videos 2.2 Vision-based Motion Capture

Typical motion capture consists of hardware sensorsirack

Extraction of 3D information from an image sequence Qfnd a camera to collect the motion data. It has been widely
a static scene has been extensively studied in [4], [S], [@ldopted in film industry for capturing realistic human motio
Traditional multi-view stereo methods [6] aim to automalig  However, the specialized hardware is usually expensive. To
recover the dense 3D models from multiple images. In [7}, [8feduce the hardware requirement, video-based motion reaptu
interactive image-based modeling methods were proposeéd ag|ytions [14], [15], [16] were proposed, based on computer
tailored for the recovery of specific types of static objest&h yisjon techniques, to create motion data using the limited
as trees, vehicles, or urban buildings. All these methods gkformation provided by a video. However, these techniques
limited to static scene as dynamic objects do not satisfy thes typically limited to tracking simple human motion (e.g.
multi-view geometry. By making use of multiple synchrorizeya|king), where the acquired motion information is rough.
cameras, methods of [9], [10], [11] can be applied to dynamits studied by Gleicher and Ferrier [14], even using many
3D models recovery or 3D motion capture. strong priors (e.g., using learned motion models to restric

Non-rigid structure-from-motion (NRSFM) methods [12]0r predict likely poses), the results from the state-ofdite
[13] can be used to reconstruct non-rigid scenes from a monasion methods cannot overtake the ones obtained fromaiptic
ular video. They generally assume that the 3D deformiftfcking systems, and are difficult to meet the production
object can be modeled as a linear combination of a seriggality. Existing methods mainly focus on tracking the rooti
of basis shapes, which is insufficient for constructing higi®f articulated skeletons.
quality models for complex motion with significant (non- Sand et al. [17] proposed a full-body motion capture system,
linear) occlusions (see the lion example in this paper). lmhich can acquire the deformable human geometry from the
contrast, our method can handle such occlusion and eliminatlhouettes captured by one or more cameras. The motion of
visual artifacts by solving a non-rigid deformation prable the skeleton is required to be determined first. In compariso
with the space-time constraints generated from the exmactve propose tracking feature points in a monocular video to
2D and 3D motion tracks. It can even moderately tolerate tleenstrain the surface deformation, without skeleton. Sp ou
discrepancy between the reference and target shapes, ishiamethod can be easily applied to a wide range of characters,
intractable for existing NRSFM methods. including human and animals.
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2.3 Mesh Deformation for Retargeting

In 3D deformation, the representative work includes skell
ton subspace deformation (SSD) [18], free form deformati
(FFD) [19], multi-resolution technique [20], [21], and diant
domain methods [22], [23], [24], [25], [26], [27], [28]. For=
animation retargeting, Sumner and Popovi [29] transfetied ==
deformation of a source triangular mesh onto a target. Zhou__
al. [24] demonstrated the application of retargeting théoca
animation to 3D models by applying the graph Laplaciahig. 3. The soles of the feet (green points) touches the
mesh deformation technique. They used 3D curve constrairgtair from time to time.

where the influence weight of the control curves should be

carefully tuned by the user and the depth information should

be manually assigned (or set almost constant). Therefored§Pth map for framet. In our system, the SFM method

is difficult to retarget complex 3D motions, such as the on& Zhang et al. [32] is used to recover the parameter set
shown in this paper. In addition, they did not address theproC = {K: Re, T:}, whereK, is the intrinsic matrix,R; is

lem caused by the shape difference between the video objdff rotation matrix, andr’; is the translation vector. With
and the target 3D models. With the skeleton and key podB§se estimated parameters, we then roughly mask out the
of a model as input, Bregler et al. [30] proposed applying itfareground dynamlq quect (the reference object) using the
affine deformation from 2D cartoon animations to 2D drawind@Ss© tool. The multi-view stereo method of Zhang et al. [33]
and 3D shapes. Favreau et al. [31] proposed animating @used_to recover the view-dependent, dense depth maps of
animal models from existing live video sequences. Howevdfe static background. _

this method also requires the skeleton and key poses of thé/issing pixels, after removal of foreground object, are
model as input, and assumes the animation has a cyclic motitierred from the temporally neighboring frames by colodan

In summary, most of the above methods ignore the potentiafl§Pth projection based on the estimated camera poses. For
useful depth information available in the video, probabled acceleration, we estimate depth maps only for a sparse set of

to the difficulty of accurate depth recovery. frames. They are completed and triangulated to construbt a 3
background model. The depth information is used in follayvin
3  MOTION IMITATION steps to help generate 3D motion constraints.

The system overview is shown in Fig. 2. The key idea is to
infer the trajectories of both 2D and 3D feature points fro@d.2 Extraction of 2D and 3D Motion Tracks

the input video and apply them to comprehensive motion iMye extract sparse feature tracks from the dynamic video
itation. The 2D motion track refers to planar pixel shift et opiect and use them to animate a 3D character. The user first
video frames, and hence is projective. The 3D motion tracks|ects key points in the first frame on the character e.dethe
with depth information, is obtained using multi-view gedrye ,nq nead points shown in Fig. 13. Then an interactive point
and structure-from-motion (SFM) over multiple frames. ’Wittracking method described in the Appendix is employed to

the extracted motion data, we transfer them to a 3D characfglk the movements of these points in the successive frames
by maintaining themotion gradient with a set of 2D and 3D 414 formmotion tracks. Each of them includes a set of points

constraints. X! wheret andi index the images and tracks respectively.

Our system consists of three main phases. Given an inpui,yever, the obtained 2D motion tracks are not adequate

video, if the camera moves, the depths of the static scepe.qnstrain the 3D motion imitation, due to the lack of neces

are recovered by multi-view geometry. This step is moStg'ary depth information. To address this problem, we propose

automatic Wh_ere a small amount of user |_ntervent|on is qrhcking and determining the 3D coordinates of a specia typ
roughly masking out the foreground object in a sparse set §f ¢\, face points, callednotion anchors. A motion anchor

keyframes. Then a complete 3D background scene is produggfl,s 14 a surface point that touches the static background
by pixel reprojection. If no depth information can be rea@ee ., fime to time. A typical example is the sole of the foot,
from the video, our system still works, but with the tradéaf as illustrated in Fig. 3. When a motion anchor contacts the

making some dept_h assumption or increasing user intemCt@round, it should have the same depth with the ground point
for model pose adjustment. In the second phase, user selégls 15 3p coordinate at this moment can be determined. With
2D and 3D key points. The corresponding motion trackgig ghservation, we allow user to freely define a frame(et
are then extracted from the input video. Finally, in the Ia%{nd manually label anchor points§h Then the same tracking

phase, based on these 2D and 3D motion trqcks, the moFL%cedure described above is employed to track the anchors
is transferred to the target 3D character with progressiye .| frames.

refinement. We denote the 3D coordinate of a touch point on ground as

X, wherek indexes frames anél € 2, as shown in Fig. 4.
3.1 Camera Pose and Background Depth Estimation  oyr objective is to solve for the complete 3D trajectavy;,
Given an input video sequence containimg frames, we wheret =0, ...,n—1, to capture the motion details of the key
estimate camera pos€; and recover the correspondingpoints. Given the camera parameters estimated in the figst st
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&y \ ' Fig. 5. Motion track transfer. A source point P moves from
Ny , L/_lé position A to B in a motion track, shown in (a). To retarget
- this motion to between endpoints A’ and B’, we preserve
Fig. 4. A 3D trajectory {Mg, M, ..., M,,_1} is obtained the motion gradient and take A" and B’ (A, B’ € ¥) as
for points possibly touching the static background. M new boundary conditions to solve a linear system. The
projects to u in the video frames. The blue point denotes transferred motion track is show in (b). The source motion
the anchor X; in frame ¢. style is naturally preserved in the target. However, using a
naive motion interpolation as shown in (c) fails to capture
important details in the curved motion.
(Section 3.1), each 3D point i, projects tou, in the image
plane, as shown in Fig. 4. The depth/f,, denoted as,, is
frame-dependent with respect to the camera parameters, Tlanly takesl ~ 2 seconds for each frame in our experiments.
estimating the 3D positionM, is equivalent to computing the As it is possible to find multiple motion anchors, we ysto
depthz,,,. Given the camera parameters, projection positiondex the trajectories and denote tj¢h trajectory asim’.
u,; and depth value,,,, the 3D positionM, can be expressed
as 3.3 Motion Track Transfer

_ T —1 T
M =Ry (2pm, K u) =R, Ty (1) The above method estimates a set of 2D and 3D motion

We define a few constraints as follows to estimagg in tracks. Their absolute positions cannot be directly used to
all frames using an optimization method. First, we requirlimate a 3D character because the reference and targesshap

My, = X, for all k € Q. It is equivalent to minimizing may not be exactly the same. Fig. 7 shows one example
) of transferring the motion of a man to an armadillo model.

= llzm, — 25,11 (2) Note that their relative lengths of legs and body are quite

teQ different. To compensate this discrepancy, we optimizeoagr
In addition, we use the following temporal smoothness ternd position and projection constraints withotion gradient.

to regularize the solution: The notion ofmotion gradient was originally used in the area
N of optical flow estimation and contour tracking [34]. In this

E, = Z 2, *ZM,+1||2+ paper, it is defined as the 2D/3D position displacement in

consecutive frames.
We first adjust the scale and orientation of the target
Z 1220041 — 20, — ZMt+2||2~ (3) model and make it approximately aligned with the input video
object in the first frame. This process is demonstrated in our
E5 minimizes the integration of the first and second denvatlvéupplementary video. We transfer the motlon informatiamr
to obtain CO- and Cl-continuity, can also be defined astacks¥ and.M to the target model a&’ and M using the
other energy functions that encourage piecewise smocﬁhn@?t'on gradient. It constrains that the motion displacetmen
or occasional discontinuities. We use Eq. (3) because watfolPEWeen sourcet” (or M’ respectively) and target” (or
that the depth of a moving body point in general does ndy!’) are similar, and is defined as
change abruptly in consecutive frames even for the chéligng th+ . )(z - th+ L= X (5)
examples shown in this paper. With these two constraints, we Mt+1 MJ _ Mt+1 Mt

solve for M by minimizing the energy
- To obtain a unique solution for (5), we define the Dirichlet
Ep(zpm) = Bv + BEy, “) boundary condition on a few user manipulated frames (the set
where 3 is the smoothness weight, and is set to 0.0001 in ois denoted asl). These frames are not continuous. For each
experimentsEp, is a quadric energy function and has a closeidame t, € ¥, X’ is set corresponding to an adjusted 2D

t=0

form solution. positionp,, in framet,. We express this condition as
Selecting motion anchors can be done quickly in our S0
- e X, =py,. (6)
system. User performs simple mouse click to indicate the k ’

contact points in sparse frames. Then the 3D positions @embining (5) and (6), we solve a linear system and obtain
automatically computed by optimizing depths. This procesew tracks X, which have similar motion ast. The 3D
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tracks M can be constructed in a similar way. Fig. 5 shows

one example. Compared to theiveamotion interpolation, the S
above system optimizes motion tracks between the reference °
and target models with sparse point constraints, and hence
provides moderate tolerance of shape difference.

3.4 Target Mesh Animation

With the estimatedt and M, we deform the target model
by minimizing a detail-preserving energy similar to the ame &
[26]. Suppose the deformed model in frameontains vertices
Vi and S/ that correspond to’(2 and /\/l] respectively. We
construct the following two groups of constraints.

In any framet, due to the enforced correspondences be-
tween the result vertes? and the 3D pointM?, we express © )
this condition as

s Fig. 6. Depth ambiguity of the 2D constraints. (a-b) One
=M (7)  pose of the tiger model from two different views. (c-d)
| Another pose from the two views. Their frontal views (a)

for all j andt. Each mesh vertes? in the target 3D mode X . e
is anchored with a 3D positiont! and (c) look identical. But the poses differ in (b) and (d),
b from a side view.

For the 2D motion tracks, with the similar correspondence
it is required that the coord|na(mt,vt) of X/ maps to the
camera projection of the result vert& in 2D, that is Note that the deformation produced from this step is by

i i optimizing E(U) for each frame independently. It has a
(up,p, 1) ~ Ko(ReV + T cﬁance tg be(te)mporally discontinuous.pSo we d):escribe in the
using the estimated camera parametiis R;, and T, in following section a depth smoothing step to solve this peobl
each frame. Denoting; = K;R;, H;, = K;T;, the above

equations can be rewritten as 3.5 Depth Smoothing
i i i One cause of the aforementioned problem is that the 2D
F3) — Fy|1))V}! = Hy|l] —uiH|3), . .
EZtht[[i%]] _ FZ[[Q]]))Vti _ H:[[Q}] _ ng:[[S]} (8) motion tracks in image plane have ambiguity in finding corre-
t t t )

sponding depths. One example is shown in Fig. 6 where two
for all i andt, whereF;[s] denotes the-th row of the matrix poses look identical from one view ((a) & (c)). But they are
Fy, and Hy[s] denotes the-th element of the vectof/;. dissimilar from another ((b) & (d)) because of different thep
Combining (7) and (8), we construct a linear system  assignments for the key points. We thus propose regularizin
CU=p ) the deformation_ by smoothing depths @n muIti_pIe frames.
’ The deformation process described in Section 3.4 outputs a
such thatU is an unknown vector containing ali and V. depthzi for each key point)?;'. In this step, we refine them
C andp are a matrix and a vector, respectively, constructdsy solving the function
from (7) and (8). Finally, with a conventional detail preseg . i =02 i 42
function G(U), we minimize the following energy for mesh mmz |zt — 2" + QZ |2t = 24l
deformation:

E(U) = G(U) + MCU - p|%,

(12)

(10) 0‘2_”222*%-—1 *Zti+1||27

where A is a weight and&(U) is a non-linear surface detailwherea is the smoothness weight. The data teffm — Z)?
preserving energy. It is defined &(U) = ||LU — 5(U)|1?, requires that the depth estimate is similar to z/, and the
where L is a Laplace matrix and(U) is the differential terms||zi — 2¢,,]|> and||2z; — z;_1 — 2141 are the first-
coordinate. Their definitions are the same as the one prdposeder and second-order smoothness constraints, resggctiv

in [26]. Energy G(U) measures the change of the meah forms a least square problem and thus can be easily solved.
curvature normal under a local frame, which reflects thellocafter refining z, with the depth information, all 2D motion
distortion of the model. OptimizingZ(U) helps distribute tracks are upgraded to 3D. They are taken back into (10)
the distortion over the deformed mesh smoothly. The fintd solve for a refined deformation using the same method
objective function is solved using an inexact Gauss-Newtaescribed in Section 3.4. The original 2D motion tracks are n
method. In each iteration, the following linear system iwasd used here, as the upgraded 3D motion tracks already contain
as a least square problem: the corresponding constraints.

k+1 __ k
AU =b(U"), (11) 36 uUser Control with Two-Pass Propagation

whereA = LTL + XCTC, andb(U*) = LT§(U*) + A\CTp. Our system also provides user with tools for conveniently
U* denotes the value df in iteration k. modifying the model. User can iteratively fine tune the defor
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Fig. 7. “Go Upstairs” example. (a) The starting frame of the input video with the tracked points (the red crosses). The
3D trajectories of the two points on the heel are estimated by solving (4). (b) The armadillo model. The red dots are the
key points that correspond to the ones in (a), labeled by the user. (c) The starting frame in the computed animation.
An extra control point, shown in blue, is added by the user for pose adjustment. (d) The side-view of the character in
(c). The pose in frame 80 is shown in (e).

initial deformation first-pass deformation second-pass deformation
R E E E
() (b) © (a) %) ©

Fig. 8. Local pose tuning with extra control vertices. (a)

shows the initial character pose in one frame. The feet
penetrates the stairs. We select a control vertex (i.e., the  fame 11
green point) on the tiptoe for local adjustment. (b) and (c)

show the illustration without/with stairs.

mation result until satisfied, by manipulating control iegs.
The control vertices can be corresponding to the track
features in the video, or not. Whenever user adds, deletes
moves the control vertices in the selected frames, our syst ™™
automatically propagates the modification to other frarfies.
gether with the estimated trajectory and track informatiom
the video, the deformation of the target model is refinedsTh
strategy always outperforms interpolation-based keyifngrim
terms of the interaction proficiency and result quality. élere Fig. 9. Two-pass deformation refinement. (a-c) Initial
demonstrate how the system refines the deformation when fa&qrmation in three frames. Key points are shown in red.
user moves a vertexon the mesh in frame Other operations ser selects one more point (the green one in frame 25)
such as insertion and deletion of a control vertex work in thg, the model, and moves it to a desired position (shown in
similar way. blue) for pose adjustment. (d-f) The first-pass deformation

After changing the position of in frame¢ (as shown in result. Although the green point still deviates from the
Fig. 9(c)), we immediately re-deform the mesh in fratneith  user assigned position in frame 25, its motion gradient
this newly added 3D position constraint. Vertexand framet  is estimated. With the control points as the boundary
are also added to the key point set and the user-editing frasgndition in the edited frames, natural deformation in all
set¥ (defined in Section 3.3) respectively. frames is yielded by the second-pass deformation as

If vertex v is not mapped to a motion track, we nee@hown in (g-i).
to estimate its motion gradient first. We proposéna-pass
propagation method to accomplish this task. In the first pass,
the positions of the old key points (without including in first-pass deformation, the motion track of verteis obtained
¥ are taken as boundary conditions. The motion transfer compute the motion gradients ofin neighborhood frames.
algorithm described in Sections 3.3 and 3.4 is performed Tten, in the second pass, we include the 3D constraint, of
adjust the character poses in the neighboring frames. &feer and re-deform the mesh sequence. The two-pass deformation

(c) ® (@)
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naturally propagates the user modification in frame the
neighboring ones. Note if the motion gradientwofs known
beforehand, the deformation propagation can be done ir
single pass. But in this case the inference will be signifigan
dependent of the input where any visual artifacts could tead
unnatural results. In contrast, our multi-pass stratedigates Fig. 10. The collected 3D models to animate, including
this type of influence and thus is more robust. armadillo, tiger, rabbit, salamander, and crocodile.

Fig. 9 demonstrates the effect of this two-pass propagation
The complete sequence is included in the supplement
video' (between2’42” and 3'03"). Figs. 9(d)-(f) show the
deformation generated in the first pass for frames 0, 11, aF
25. Vertexv (Fig. 9(f)) still deviates from the user-assignecj:
position because it is not used as a motion track constra
in this step. Nevertheless, from the deformed mesh sequer
we can estimate a 3D trajectory forin all frames. So in the
second pass, we takeas a track point for final optimization, &
faithful to the user modification. We denote the trajectofy ¢
v asMX. It is combined with all other tracks to control the
deformation using the algorithm described in Sections 88 a
3.4. The final deformation result is shown in Figs. 9(g)t). B
not only contains a new control vertex in framebut also has
a natural transition among frames.

3.7 System Summary

Fig. 7 shows a working example demonstrating the procedyg). 11. Lion example. Top row shows two selected

of our motion transfer. Three feature points are initialgcked frames from the input video. Bottom row shows the cor-
on the man in the video — two on the feet and one on the bagksponding “motion imitation” result on a tiger character.

Since the two points on the heel touch the stairs in several

frames, we recover their 3D coordinates and form trajeesori

by solving (4) as described in Section 3.2. These poindsd optimization. The two-pass propagation strategy adway

are used to construct motion gradients, which compensatatperforms pose interpolation with the same amount of
the possible shape deviations between the source and targetr input and keyframes. Fig. 12 shows a comparison. The
objects, and facilitate the motion transfer (Section 3T8)en complete sequence is included in our supplementary video
we label the corresponding key vertices on the target aftnadi(between3’04” and 3'22").

surface, and adjust its pose in the starting frame. The poses

in the following frames can be automatically computed & EXPERIMENTAL RESULTS

described in Sections 3.4 and 3.5. Finally, noticing that ttQ/Ve have tested the proposed method with several challenging

feet in some frames penetrate the stairs, we select one mé’)ESmpIes where the input videos are taken by a handheld

control vertex on t_he _t|ptoe aqd ad]u_s_t |t_s pqsmon In a fe amera. The captured animals include lion, cheetah, rabbit
frames, as shown in Fig. 8. This modification is automatycal

L nd salamander. The targeted 3D characters are armadillo,
propagated to other frames to create natural animation. W§be

f frames0 is sh - Fig, 7 Read f er, rabbit, crocodile and salamander (Fig. 10). Theltesu
pose of fram IS shown in Fig. (_e). caders are reterreg e computed on a desktop computer with a 4-core Xeon
to our supplementary video for the illustration.

. o 2.0GHz CPU. Table 1 lists the statistics for different exbrap
It should be noted that our progressive pose editing is qu

. - 4 ﬂ?esent in this paper. Complete results are demonstrataarin
different from traditional keyframing approaches. Thedat supplementary video.

models poses for a set of frames independently, which regjuir Our system can be divided into a few unsupervised op-

:ﬁlenthand pre”etr_‘CE .Of an ﬁ_rt'ISt ';o envm?n the natqsalm‘e erations that include SFM and multi-view stereo (MVS), and
€ character motion in muitiple irames. in comparison, ol ,qeg requiring simple user interactions for interadéegure

met_hod compensates _the character s_hape discrepancy u Q&(ing (IFT) and pose editing. Table 1 lists the runnimgeti
motion tracks and gradients. It appropriately adapts théamo in different stages. The implementation details on intérac

of a source video character to the target. feature tracking are described in Appendix. To process G “

Moreover, keyframing typically reqqires manip_ul_ation on ?Jpstairs" sequence with 81 frames, our SFM only takes about
Iarge_ number of keyframes for prgmsely de_scrlb!ng_ MOUOR minutes. The interactive feature tracking takes 5 mintdges
details, Wh'k? our method only requires to ed't. a S'gn'f'mn.ttrack points to obtain a set of 2D motion tracks. For corregti
smaller portion of frames, thank to the desired constraings, yrifted features, the user only needs to manipulate two

1. The supplementary video can be found from the followinge:sit frames, then the in-between f_ea;ture positions can be atitoma
http://www.cad.zju.edu.cn/home/gfzhang/projects/itiota ically re-estimated. After obtaining the 2D motion tracks



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 8

(a) The first key pose (c) Interpolation result

(b) The second key pose (d) The result by our two-pass propagation

Fig. 12. Comparison of our method and the interpolation-based keyframing. (a) and (b) show two key poses, in
between which we infer the others automatically. (c) The interpolated poses by a mesh morphing technique based on
differential coordinates [35]. (d) The poses obtained using our two-pass propagation. The comparison shows that our
method can naturally preserve subtle motion details.

Fig. 13. 16 tracked points in the video (left image) and
their corresponding 3D vertices on the tiger model (right
image).

TABLE 1
The statistics of examples present in the supplementary
video and this paper.

Sequences | Go Upstairg Lion | Cheetah SalamanderRabbit
frames 81 240 | 150 100 50
3D model armadillo |tiger| tiger | crocodile/ | rabbit
salamandef
# mesh vertices 6002 2507| 2507 |[5002/10002 5002
# tracked 3 16 13 10 9
feature points
# Pose-edited 7 18 20 11/21 3
frames
# SFM (min) 3 8 6 - 3
# MVS (min) 40 9% | 60 - - Fig. 14. Deformation with/without 2D motion tracks.
# IFT (min) 5 90 60 90 20 .
# Pose Editing 10 1801 210 507210 5 (a) Two f_rames extracted fr_om the refe_rence video. (b)
(min) Deformation result only using 3D motion anchors. (c)

Deformation result using both 3D and 2D motion tracks.
2D tracks on the legs and body help faithfully transfer the
non-rigid deformation details from the reference character

select special points that contact with the ground as moti;P(glth e target

anchors. This operation is only performed on the visiblenfzoi
in a few frames. Selected contact points do not need much
accuracy because motion tracks after all are optimized by
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preserving motion gradient with boundary conditions. Ot

progressive pose adjustment is also very efficient. It isuabc -
10 minutes for “Go Upstairs” example. It should be note:
that pose editing refers to the total computation needed 1
generating the mesh animation, which not only counts us LA R A
interaction, but also contains re-computation of the attara EERE ks

poses in multiple frames (as described in Sections 3.4-3. o \ : I, .

Note that the latter takes the majority of the time. The manus ¥ ifé : '
intervention involves inserting and moving control vegsdn Fig. 15.
sparse keyframes for pose adjustment by simple mouse cl

and dragg'ing (Pleasg refer to our supplementary Video,fr?l%nder model respectively. We estimate the 3D trajectory
more details). Each time after user manipulates a few poinjs, point at the back, and then use it as a 3D position

in one frame, s/he can choose to propagate the edit to OtESFlstraint. Other 9 points are used for 2D projection
frames, by re-executing the automatic animation stepse¢o Sonstraints

how the resulted sequence looks like. The propagation psoce

includes re-optimizing 2D/3D motion constraints (pregagv —

motion gradients) and re-deforming the mesh subsequence
In the lion example shown in Fig. 11, the input sequenc

contains 240 frames. The lion motion involves rock climbin

and jumping onto the wooden platform. They are very comp| ¢

for motion transfer. The muscle on the leg has large nor-rige

deformation. We select 16 points on the lion for tracking, ¢ f

shown in Fig. 13 — four points on the claws, and the ottter

points are on the body and legs. Since the points on the cloiig.y

touch the background scene in several frames, we recover the

3D positions by solving Eq. (4). With the tracked key pointssig. 16. Salamander example. Two frames selected from

we transfer the motion of a lion to a tiger model with 2,50the input video show how the animation is retargeted to

mesh vertices. Only using the 3D motion anchors on the claws 3D model.

cannot naturally transfer the non-rigid deformation onltes

and body, as shown in Fig. 14(b). In comparison, by utilizing

the 2D tracks on the legs and body, we faithfully presengalamander example shown in Fig. 16, the camera does not

deformation details, as shown in Fig. 14(c). Note that i@t move. So the 3D information cannot be recovered from the

of detail preservation would be very difficult for the skelet video. We track10 points on the salamander, on the head,

based methods since body deformation is highly non-rigid brack, legs and tail respectively, as shown in Fig. 15. By

general. We include the complete sequence comparison in @ssuming the point at the back has constant depth, we recover

supplementary video (betwed23” and3'40"). the 3D trajectory of this point in the sequence, and then use
We edited 18 frames in total for progressive pose adjustmehas a 3D position constraint. Oth@rpoints are used for 2D

for the lion sequence. Compared to traditional keyframing, projection constraints. For the rabbit example (Fig. lifjce

local editing is much more straightforward because uses ddée desk is planar, we select the recovered 3D points on the

not need to be concerned about the motion continuity and suiesk to fit the desk plane. In addition, the right hand side of

tle detail preservation in multiple frames. All modificatmare the rabbit cannot be observed. We resolve this ambiguity by

automatically propagated to other frames to avoid theriitte assuming the right legs undergo the same motion as the left

artifacts. The deformation time is approximately lineathe ones.

number of the mesh vertices. For a mesh V507 vertices, In discussion, the amount of user interaction and the number

the function construction time with matrix factorizatioorf of pose-edited frames mainly depend on the complexity of ap-

Eg. (10) is 0.2 second in a single thread; solving Eq. (11) pearance and motion, and even the mesh quality. As shown in

each iteration takes abo2 second. For deformation in eachTable 1, in processing the “Go Upstairs” and rabbit examples

frame,5 ~ 10 iterations are sufficient in our experiments. Noteur interactive pose editing is rather efficient, only reing

that matrix A does not need to be reconstructed if the manu#l and5 minutes, respectively. For the cheetah and salamander

control vertices are not added or deleted during the courseexamples, since the motion is much more complex, more user

interactive pose adjustment. So the system feedback to uisgeractions are required and denser frames are need to be

interaction is almost in real-time. The manual pose refimemeedited. The interactive pose-editing time for the rabb#ragle

for each user-modified frame typically requires a few misuteis only 0.1 minute/frame. It increases to 1.4 minutes/frame

depending on the motion complexity and the desired animatitor the cheetah example. Our interactive feature tracksg i

quality. For most pose adjustment, it requires only a fewksli also directly related to the complexity of appearance and

and drags. After deformation, we insert the animated tiger i motion. For the salamander sequence, the selected keyspoint

the background scene, and render it as shown in Fig. 11. are textureless and there are serious reflections, tramsiyc
Figs. 16 and 17 show other animation results. For thend fast motion, which make the feature tracking extremely

10 tracked points and their corresponding 3D
tices are shown in the extracted frame and the sala-
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If the motion details cannot be observed from the video due
to frequent or consistent occlusion, there is basically ag t@
obtain sufficient visual information and accordingly thetioo
data. Currently, we use the temporal smoothing and symmetry
constraints to alleviate this problem. We believe with riplst
videos captured from different views, this problem could be
better addressed.

In addition, it is possible that the input video contains
dynamic background. In this extreme case, we may still be
able to obtain partial motion estimate by either increasing
user intervention to adjust the character poses or making
depth assumptions. If the body shapes of the reference and
target characters differ too much, it requires more effort t
manipulate the motion data, as our system requires control
points. We believe this problem can possibly be solved by
first transferring our tracked motion data from the videceabj
to an appearance-similar 3D character, and then applyiag th
mesh deformation transfer technique [29] to animate ttgetar
3D character.

Fig. 17. Rabbit example. Top row shows the original
frames from the input video. Bottom row shows the motion
retargeted result on a rabbit model.

_ _ APPENDIX: INTERACTIVE POINT TRACKING ON
challenging. Compared to the “Go Upstairs” sequence, tRg EO

average tracking time increases from 1.2 seconds/frametto 5
seconds/frame for each point. Automatically extracting long and accurate feature trdoss

The amount of user interaction also depends on the requifedrideo is very challenging due to possible occlusions and
mesh quality. For the salamander example, we transfer {iewpoint/appearance changes, as described in Sectiore3. W
3D motion to the crocodile and salamander models. BetweRfPPose a simple and yet very effective interactive apgroac
them, the salamander model contains more mesh vertié@$olve this problem. It can yield instant feedback and tas n
and many slim triangles around the tiny legs, which maké&gecific preprocessing requirement. High accuracy canbaso
mesh deformation more challenging. Therefore, more usdpsured.

interactions are required for locally adjusting the leggms ~ For a track{X}} wherei andt index the track and frame
respectively, we allow the user to manually correct thetelif

features. This process only needs to be done in the user
5 CONCLUSIONS AND DISCUSSION selected frames. Then our system automatically solves for

the remaining feature positions. Suppaseand R are two

We have pr_esented_a comprehensive system capable of PiQRky, frames that user operates. Features in framehere
erly “extracting” motion from a dynamic object in a monoouIaL < t < R, are estimated by solving a function involving three

wdeo_and retargeting it to a 3D chgracter. The .mot|.on data qbrms. They respectively represent the matching coherence
described as a few sparse key points tracked in this Seq'ueré(fﬁ)earance smoothness. and motion smoothness
To obtain necessary 3D motion constraints, our method first he matching tern@()(i)’ encodes the local appearlance Sim-
H t

recovers the camera parameters and the static ba_ckgr(_)% ity between the corresponding points in multiple framk:
Then we look for contact points between the dynamic objefd e agreq in local windowl’ centered at these points, as
and static background so as to infer the corresponding 3R, in Fig. 18. We denote the window fgr/} as Wi'

. ) t t

trajectories in the whole sequence. Our system signifizan nd copy the colors of all pixels i to vectorp(X;) in a
expands the number and variety of the sources of motion d Banline ordere(X}) is defined as t t
t

and can be appropriately used to estimate the motion of the

small-scale and wild animals that are difficult to wear teask ; IIp(Xf) — p(X))])?

for a motion capture system. Our method also saves animators (X)) = (1) W]

from tedious and time-consuming manual keyframing. Ip(XF) — p(XE)| |2
Our method can preserve certain fine details of motion. The (1—w(t)) ‘ W A2 (13)

results included in the paper and in the supplementary video

have demonstrated the effectiveness of our method. Takiwbere w(t) = (R — t)/(R — L) is a weight function to

the lion model as an example, subtle non-rigid deformation balance the appearance similarities with regard’foand X},

the leg muscle is faithfully transferred to the target chtma respectively based on a distance metfi¥’| is the size of the

The ability comes from the detail-preserving energy fuoreti window.

The extracted 2D tracks are also quite useful to describeThe appearance smoothness term is defined as the ap-

motion details. Increasing the number of feature tracks cpeparance distance between temporally adjagsi®;) and

help preserve even more of them. p(X/.,); and the motion smoothness term measures the

_|_
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@ (b)

Fig. 18. Interactive tracking with DP optimization. (a) The
track points in multiple frames form a single chain. The
blue rectangles denote frames L and R that user oper-
ates. X7, forall L < t < R, is the position to be estimated
in the intermediate frames. The local window centered at
X} describes the point appearance. (b) Candidate pruning
for local windows centered at X, for different i. x°,
x! and x? are the selected candidates, among which
minimum distance d is enforced.

Algorithm 1 Candidate Pruning

1) Sort all pixels in a local window, centered aﬁ(o),

with respect to the cost(X}). The re-ordered pixels

are denoted a$x*}r—1 . n.

2) Define{V (x*)};-1. .~ as boolean variables, which ar
initialized to zeros. The set of position candidates i

denoted ag’(x). It is initially empty.
3) Fori=1,...,N,
if V(x¥)=0& |C(x)| < 20, addx* to C(x)
for each pixely satisfying||x* — y|| < d,
Viy) = 1.

position similarity between adjacert; and X/, ;. The final
objective function combines all these terms:

R R—1 i i
) X — Xt 2
E(XL*)R) _ Ze(th) +>\1 Z Hp( t) p( t+1)||
t=L t=L

W]
R—-1 - ‘

+A2 Z ||th - th+1||27 (14)
t=L

where\; and )\, are two cost weights, and are setlt6 and
0.1 respectively.

Optimization We now describe the method to minimizem
energy E(XL—F). As illustrated in Fig. 18(a), since the[s]
points in a track form a single chain, we can use dynamic

programming (DP) for optimization. Givem nodes andV
candidates for each node, the complexity of DRJignN?).

11

not close to each other because our algorithm enforces the
minimal distance criteria, as illustrated in Fig. 18(b).th\ihe
small number of candidates for each feature, DP is performed
to efficiently find the global optimum. For further accelévat

we employ a coarse-to-fine optimization scheme [36] with a
Gaussian pyramid. The initial local search radiugs set to

10, and the initial distancel, defined in Algorithm 1, is set

to 3. Both » and d are gradually reduced in iterations. Four
passes are sufficient to find accurate match positions. In our
experiments, tracking a point in 50 frames only takes around
4 seconds, or equivalently2fps in speed, sufficient for the
interactive operations. Compared to the optimization weth

of Buchanan and Fitzgibbon [37], our method does not need
to perform feature search in the whole image and has no
preprocessing. It hence yields very high efficiency.
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